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Machine Learning and Physics

• Physics & Astronomy is a rapidly evolving discipline requiring knowledge 
of multiple domains.
• Mathematics, chemistry, biology, computer science

• Machine learning (ML) research is heavily pursued in every physics-
related field.

• Physics education must adapt to include ML education to prepare 
physics students for future academic and professional appointments.
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Machine Learning and Physics

• ML is utilized in all corners of physics research due to its generalizability.
• Solving differential equations, protein folding, image analysis, simulations

• Many physics curricula include programming electives
• MATLAB, Mathematica, Python, R

• Programming curriculum teaches students to solve computational 
problems

• ML is the next evolution of solving problems involving physical systems.
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Modules in the Classroom

• DSECOP’s goal is to create ML modules to be taught against existing 
curriculum.

• Modules augment material taught by instructor.
• May be taught over a period of 1 or more class periods.

• Includes self-study and examination material
• Should be exciting and relevant, with enough information to inspire 

independent learning.
• Not a barrage of information
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Deep Learning Applications in NMR Spectroscopy
• First module in a series meant to introduce physics students to signal 

processing techniques via ML.
• Focus is not just on implementation, but also understanding the 

problems being solved by ML.
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Module Learning Goals

• Module teaches users to differentiate between good and bad applications of 
ML, and how to reimagine problems to meet criteria for good applications.

• Users should consider, “What problem am I solving?”

IMPLEMENTATION
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• Using network to learn best-fit 
parameters for peak at resonant 
frequency in spectrum of signal 
acquired from spectrometer.

• Computing DFT of signal acquired 
from spectrometer using a neural 
network.

• Still need to integrate the peaks!

Good__________________________Bad_________________________



T H E  U N I V E R S I T Y  O F  N O R T H  C A R O L I N A  AT  C H A P E L  H I L L

Module Curriculum
IMPLEMENTATION
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• Brief overview of Fourier transform and NMR spectroscopy
• Overview of neural network architecture
• Estimating the DFT of an acquired signal using a neural network
• Homework questions

• Brief overview of NMR line-shape functions and curve-fitting
• Estimating curve-fitting parameters of resonance peaks in an FID’s 

spectrum
• Homework questions
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Example Instructional Material
IMPLEMENTATION
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• Module covers layer architecture, activation functions, regularization, 
learning rate, and optimizers with mathematical rigor.
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Example Exercise
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Example Exercise
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• Module includes graphical output for 
qualitative inspection of network 
output after hyperparameter tuning.
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Module Curriculum
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• Module is applicable to a variety of courses.
• Numerical Techniques UNC PHYS 331
• Introduction to Medical Physics UNC PHYS 461
• Imaging Science UNC PHYS 585
• Intro. to Biomedical Imaging Science UNC PHYS 586
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Module Curriculum

• Module is not intended to replace formal ML instruction.
• Motivates users to seek out further education in ML
• Requires proficiency in elementary statistics and calculus

• Implemented in Python as a Jupyter notebook.
• Executable on cloud computing platforms such as Google’s Colaboratory

• Covers basic TensorFlow/Keras API usage.
• Layer architecture, activation functions, regularization, learning rate, optimizers
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Roadmap
FUTURE
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Module 2_____________________
• Convolutional neural networks
• More detailed examination of 

hyperparameter tuning
• 2D FFT/image reconstruction 

from k-space data

Module 1_____________________
• Basic introduction to ML
• Basic feedforward neural 

networks
• 1D NMR spectroscopy
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• This project is sponsored by a fellowship from 
the American Physical Society’s Data Science 
Education Community of Practice.
• APS DSECOP website

• Improvements to these modules are driven by 
feedback.
• bit.ly/DSECOP-feedback
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dsecop.org
bit.ly/DSECOP-feedback



