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Land Acknowledgement

I would like to acknowledge that I work at Cornell Tech, which occupies part of the unceded 
homeland of the Lenape people and that Cornell University is located on the traditional 
homelands of the Cayuga Nation. I want recognize the longstanding significance of these 
lands for these nations past and present. It is important that we acknowledge the forceful 
dispossession of both the Lenape and Cayuga people, and to honor them as the original 
inhabitants of these lands of which we are uninvited settlers. 

As we talk about ethics within data science, we will see that throughout this conversation 
technology is rooted in people and the decisions we make both as a society and as 
individuals. Therefore, I feel that it is important to acknowledge our past injustices in 
the United States as well as their systemic nature.



About

Research:

● Ph.D. student at Cornell University co-advised by Dr. 
Nicola Dell and Dr. Aditya Vashistha. 

● Building and evaluating computing technologies that 
aim to improve the lives of marginalized and 
underserved populations (specifically in community 
and in-home healthcare, future of work, and climate 
resilience)

● M.S. in Computer Science from NYU
● Graduate research fellow at the Center for 

Responsible AI under the supervision of Dr. Julia 
Stoyanovich

● Before academia, I worked as a software engineer for 
various NYC tech startups

Ian René Solano-Kamaiko
él/he/him
@ianrsolano

Special shoutout to:
Dr. Julia Stoyanovich and
Falah Arif Khan

Comics: 
dataresponsibly.github.io/comics



AI IS THE FUTURE, AND 
THE FUTURE IS HERE.

- Every tech article on the Internet (I’ve got 
real citations if you need it)



Why Data Science? Why Now?

Why DS:

Data science (DS), artificial intelligence (AI), and 
machine learning (ML) have the potential to impact 
every facet of our lives from automated vehicles to 
life saving medicines to targeted advertisements.

Why Now:

(1) Unprecedented data collection capabilities
(2) Increases in computational power and access
(3) A mature field with broader societal acceptance 

Falaah Arif Khan and Julia Stoyanovich. “Mirror, Mirror”.
Data, Responsibly Comics, Volume 1 (2020)
https://dataresponsibly.github.io/comics/vol1/mirror_en.pdf





Examples of Bias in 
Algorithms 



Criminal Justice

https://www.propublica.org/article/machine-bias-risk-assessments-in-cr
iminal-sentencing



Automated Hiring

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-s
craps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G



What is Ethical Data Science?

1. Fairness, Accountability, and Transparency

2. Data Profiling, Cleaning, and Integration

3. Data Protection and Privacy

4. Legal Frameworks, Codes of Ethics, and 

Professional Responsibility



Explainable AI (XAI)

XAI is a set of processes and methods that allows 

human users to comprehend and trust the results and 

output created by machine learning algorithms. 

Explainable AI is used to describe an AI model, its 

expected impact and potential biases. It helps 

characterize model accuracy, fairness, transparency 

and outcomes in AI-powered decision making.

https://www.ibm.com/watson/explainable-ai (emphasis my own)



Algorithmic Fairness and Bias
Pre-Existing: exists independently and usually prior to 
the creation of the system, has its roots in society 
(social institutions, practices, and attitudes)

Technical: introduced or exacerbated by the technical 
properties of a system (issues in the technical design)

Emergent: arises only in a context of use (a result of 
changing societal knowledge, population, or cultural 
values)

Friedman, B., & Nissenbaum, H. (1996). Bias in computer systems. ACM Transactions on 
information systems (TOIS), 14(3), 330-347.



Explainability and Transparency

Liao, Q. V., & Varshney, K. R. (2021). Human-centered 
explainable ai (xai): From algorithms to user 
experiences. arXiv preprint arXiv:2110.10790.

User Data
Decisions



Regulating Automated Decision Systems

Fair Housing Act Equal Credit 
Opportunity Act Civil Rights Act



SHAP and SAGE
Each method answers a specific type of 
question:

SHAP answers the question how much does 
each feature contribute to this 
individual prediction?

SAGE answers the question how much does 
the model depend on each feature 
overall?

SHAP is a method for explaining 
individual predictions (local 
interpretability), whereas SAGE is a 
method for explaining the model's 
behavior across the whole dataset 
(global interpretability).

https://iancovert.com/blog/understanding-shap-sage/



Research Examples
of XAI 



Nutritional Labels for Recruiting ADS

Comprehensive: short, simple, clear

Consultative: provide actionable information

Comparable: implying a standard



Accuracy-Explainability Trade-off

We empirically quantified of the tradeoff between 
model accuracy and explainability in two real-world 
policy contexts (education and housing).

We found that black-box models may be as explainable 
to a human-in-the-loop as interpretable models and 
identify two possible reasons: (1) that there are 
weaknesses in the intrinsic explainability of 
interpretable models and (2) that more information 
about a model may confuse users, leading them to 
perform worse on objectively measurable tasks.

Arrieta, A. B., Díaz-Rodríguez, N., Del Ser, J., 
Bennetot, A., Tabik, S., Barbado, A., ... & Herrera, F. 
(2020). Explainable Artificial Intelligence (XAI): 
Concepts, taxonomies, opportunities and challenges 
toward responsible AI. Information fusion, 58, 82-115.



XAI for Community Healthcare
Motivation: How can XAI tools help support 
community healthcare workers in the Global 
South?

Hypothesis: By integrating interactive 
visual affordances in the risk prediction 
mobile application, community-healthcare 
workers are able to better understand what 
this AI does and how best to operate it.



Takeaways

1. We need regulation.

2. Data science ethics courses should be required in universities. 

3. In lieu of cogent regulatory policy, technology professionals have an 
obligation to hold these technological systems and the people that build 
them accountable.

4. Many of the problems are socio-technical and cannot be “solved” with 
technology alone.

5. Some problems shouldn’t involve technology, part of our job is to say “no”.

6. Interdisciplinary collaboration is key. Teams should include collaborators 
from a variety of disciplines, backgrounds, expertise, and most importantly, 
where possible include end-users and those most affected by these systems.

7. Incorporate codes of ethics, frameworks, and systems where applicable.



Questions?
irs24@cornell.edu


